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Abstract

Forecasting plays a critical part in implementing effective tourism management 
strategies. However, the role of tourism forecasting is not extensively studied in the 
Philippines, which is a key tourism destination in Southeast Asia. To address such gap, this 
paper explores the dynamics of tourist demand in the Philippines through a case study. 
It illustrates the tourist arrival using a SARIMA model. Results show that the adopted 
methodology was able to capture the dynamics of the tourist demand in the Philippines. 
By providing lenses to the Philippine tourism case, this paper would help shed light to the 
gaps in the literature’s current understanding of tourism in the Philippines. Moreover, these 
findings would be beneficial for stakeholders in shaping policies, strategies, and other 
tourism initiatives. 

Keywords: SARIMA, seasonal time series, stochastic processes, tourism demand forecasting, 
Philippine tourism

1.0 Introduction
Tourism plays a vital role in many economies 

across the globe, contributing to about 10% 
of the global gross domestic product (GDP) 
(Abellana, Rivero, D. M., Aparente & Rivero A., 2020; 
Ghalehkhondabi, Aedjmand, Young & Weckman, 
2019). With this, studies on the different levels 
of tourism (i.e., global, national, or local) have 
received extensive focus in the current literature 
((Song, Qui & Park, 2019; Song & Li, 2008).  While 
works in literature have grown in numbers, most 
studies focused on tourism from the perspective of 

developed countries. In contrast, few attempts have 
been made to investigate tourism perspectives in 
developing countries. Several scholars, including 
Abellana et al. (2020), Song et al. (2019), and Rufino 
(2011), emphasize that perspectives in developing 
countries must be given significant attention to 
shape a more comprehensive understanding of 
tourism. One of the developing countries that 
require such attention is the Philippines, being a 
productive tourist destination in Southeast Asia 
(Abellana et al., 2020; Rufino, 2016; Rufino, 2011). 
The Philippines is an archipelagic country in 
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Southeast Asia consisting of about 7641 islands 
with three main geographical divisions from 
north to south: Luzon, Visayas, and Mindanao. The 
country has received a significant contribution from 
the tourism sector as reflected by several economic 
performance indicators, including a 12.2% share in 
total GDP since the year 2012 (Philippine Statistics 
Authority, 2018).  

In this connection, Republic Act No. 9593, 
also known as the Tourism Act of 2009, recognizes 
tourism as an indispensable element of the 
Philippine economy that generates investment, 
employment, growth and national development 
(Abellana et al., 2020). In the current literature, 
forecasting tourist arrivals (also called as tourism 
demand forecasting) support stakeholders in 
achieving efficient business operations and 
tourism management, such as in staffing and 
resource allocation, tourism brochure preparation, 
and hotel investments, among others (Bi, Liu & 
Li, 2020; Li, Ge, Liu & Zheng, 2020). Despite the 
tourism sector’s role in the Philippine economy, 
very little research has been done on developing 
forecasting models for tourist arrivals in the 
country. As such, very scant evidence has been 
provided on the role of tourist arrival forecasting 
in improving operations of the tourist destinations 
in the country. To date, only Abellana et al. (2020), 
Maliberan (2019), Rufino (2016), and Rufino (2011) 
have developed forecasting models for tourist 
arrivals in the Philippines.  Among such works, only 
Maliberan (2019) has focused on tourist arrivals at 
a local level while the rest of the works focused on 
either a national or international level. 

While national and international aggregation 
levels are crucial for analyzing tourism at a large 
scale, forecasts at local levels deserve significant 
attention in the literature as they would be more 
directly useful to local stakeholders in strategy 

formulations. To address such gaps in the 
literature, this study models the tourist arrivals 
using a seasonal autoregressive integrated 
moving average (SARIMA) on historical data of a 
locality (i.e., municipality) in Cebu (Philippines). 
The SARIMA model is suitable for tourism data 
due to the inherent seasonality of tourist arrivals 
(Abellana et al., 2020; Fernandez, Po III, Montero, 
& Addawe, 2017). As such, SARIMA is an extension 
of the autoregressive integrated moving averages 
(ARIMA) to handle seasonal components in the 
time series. In the Philippine setting, Abellana et al. 
(2020) used a combination of the support vector 
regression (SVR) and SARIMA to model the tourist 
arrivals in the country from 1988 to 2019. The 
hybridization was crucial due to the presence of a 
nonlinear trend in the historical data. If a nonlinear 
trend is not present in the historical data, SARIMA 
can be used without combining it with other 
models (Abellana et al., 2020). Hence, SARIMA 
is used as a single model in this study due to the 
absence of a nonlinear trend in the case subject.

This study analyzes the monthly tourist 
arrivals of Moalboal, Cebu (Philippines) from 2010 to 
2018. Tourist arrivals are considered homogenous. 
In other words, the inbound to the municipality 
is focused instead of counting arrivals from each 
destination in the municipality. The choice of 
study design is motivated by two objectives: (i) to 
provide lenses on the dynamics of tourist arrivals 
at a municipal perspective, and (ii) to draw insights 
that would be directly useful for local governments 
and stakeholders. Moalboal, a municipality in Cebu 
(Philippines), is chosen for the case study due to 
being one of the most visited tourist destinations 
in the province. In fact, the latest report of the 
Department of Tourism (Department of Tourism, 
2018) ranks the municipality as the 9th most 
visited tourist destination out of 43 municipalities/
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cities in Cebu (Philippines). Despite being highly 
rated, the municipality has not extensively focused 
on developing strategies based on its tourist arrival 
forecasts. As such, the study would be significant to 
the literature as it is one of the very few to model 
the tourist arrivals in the Philippines, especially at 
a local level. The findings in the study can be used 
to develop a more comprehensive framework 
for understanding tourism holistically. Finally, 
the results and findings of the study can be used 
by stakeholders who are looking into how local 
tourist arrivals can be modeled using time series 
approaches.

2.0  Methodology
2.1 The Seasonal Autoregressive Integrated 
Moving Averages (SARIMA) model

The SARIMA (p, d, q) (P, D, Q, s) model is an 
extension of the autoregressive integrated moving 
averages (ARIMA), which can model the seasonality 
of a time series. Seasonality is the characteristic 
of a time series that represents the predictable 
and absolute changes that repeatedly take place 
in the data (Stewart, 2005). Seasonality occurs in 
several areas of application. For instance, in fluid 
mechanics, seasonality has been observed to 
occur in submesoscale turbulence (Callies, Ferrari, 
Klymak, & Gula, 2015). Similarly, in the biological 
and physical sciences, the hourly aggregation of 
the seasonality of physical and biological controls 
on the surface ocean was observed (Shadwick, 
Trull, & Tilbrook, 2015). Likewise, in tourism, the 
frequency of arrival of tourists has been observed 
to follow a seasonal pattern (Baldigara & Mamula, 
2015).  With the tourist demand following a 
seasonal pattern, the SARIMA model becomes an 
appropriate model to use. To introduce the SARIMA 
model, it is mathematically defined below:

If d and D are nonnegative integers, then 
{Xt } is a seasonal ARIMA(p,d,q) (P,D,Q)S 
process with period s if the differenced 
series Yt=(1-B)d (1-Bs )D is a causal ARMA 
process defined by
ϕ ( B ) Φ ( B S ) Y t= θ ( B ) Θ ( B S )
Zt,{Zt}~WN(0,σ2)

Where:

2.2 Box-Jenkins Methodology
WISCONSIN UNIV MADISON DEPT OF 

STATISTICS, Box & Jenkins (1970) forged a 
procedure for discrete systems and time series 
modeling called the Box-Jenkins Methodology. 
Several scholars adopt it in literature for developing 
forecasting models such as AR, MA, ARMA, ARIMA, 
SARIMA, and SARIMAX (Gairaa, Khellaf, Messlem, & 
Chellali, 2016; Anvari, Tuna, Canci, & Turkay, 2016; 
Jackson, Sillah, & Tamuke, 2018). In the tourism 
forecasting literature, it has also taken a dominant 
position as a modeling methodology. For instance, 
Baldigara & Mamula (2015) made use of the Box-
Jenkins methodology in building a SARIMA model 
that describes the behavior of the German tourists’ 
flows to Croatia. Similarly, Liang (2014) used the 
Box-Jenkins methodology in constructing several 
forecasting models such as ARIMA and SARIMA, 
among others.  

The Box-Jenkins methodology will be 
adopted using three iterative steps to construct 
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the SARIMA model used in this paper (WISCON 
UNIV MADISON DEPT OF STATISTICS, Box & Jenkins, 
1970; Geurts, Buchman, & Ibrahim, 1976; Baldigara 
& Mamula, 2015):

Step 1: Model Identification. 
Determining the appropriate model 
to be used (e.g., AR, MA, ARMA, 
ARIMA, and SARIMA) that best 
exemplifies the underlying process is 
done through a close examination of 
the sample autocorrelation function 
(ACF) and partial autocorrelation 
function (PACF). 
Step 2: Parameter Estimation. After 
step 1, the sample ACF and PACF can 
be further used to determine the 
significant parameters of the model. 
Significant lags of the sample ACF 
can be used to estimate the MA(q) 
parameter, while the considerable 
lags of the sample PACF can be used 
to determine the AR(p) parameter. 
Moreover, the estimated parameters 
will be used to fit the model.
Step 3: Diagnostic Checking. After 
estimating the suitable parameters, 
the fitted model is checked to 
identify the adequacy of the model in 
representing the observed series, and 
as such, checking the model requires 
an examination of the sample ACF 
and PACF of the differences between 
the forecasted and actual values. 
If the sample autocorrelations do 
not satisfy specific statistical tests, 
then the pattern of autocorrelations 
should indicate methods for model 
improvement. The process can then 
reiterate back to Step 1 until the most 
appropriate model is obtained. 

Case Study
The Philippines is a Southeast Asian country 

that is recorded to have one of the highest tourist 
demands in Asia. Although there is a prominence 
of typhoons due to its geographical location, it 
does not lead tourists to postpone their travel 
schedules to the country (Etulle-Tapanan, 2015). 
Its prominent tourist destinations are the Boracay 
Beach, Chocolate Hills, Underground River, Panglao 
Island, and Vigan City, among others (Department 
of Tourism, 2018). Tourism has been a significant 
activity in the Philippines and has made a massive 
impact on its economy. It has contributed 12.2 
percent share to the country’s total gross domestic 
products (GDP) (PSA, 2018). Tourism is also highly 
active in the southern parts in the Philippines 
as evident in the prevalence of tourist activities 
such as diving, heading to the beach, trips on 
heritage and cultural sites, tours on wildlife sites, 
caving, mountain biking, sea kayaking, surfing, 
trekking, white water action, and rock climbing, 
among others (Department of   Tourism,  2018). 
Hence, a case study is conducted in Moalboal, 
Cebu, Philippines, one of the highly active tourist 
destinations in the country, especially in terms of 
island hopping (Department of Tourism, 2018), 
to explore the forecasting models' performance 
in developing countries. Figures on the monthly 
arrival of tourists for the duration of January 01, 
2010 up to December 31, 2018 were gathered 
from the local government of Moalboal, Cebu, 
Philippines. As such, a total of 108 observations 
are obtained from the dataset. With this, the 
108 observations are distributed into two set 
divisions: (i) training set, and (ii) test set. The first 
84 observations will be used as a training set 
to construct the time series-forecasting model. 
The remaining observations will be used as test 
data to compare with the out-sample forecast 
data of the time series forecasting model. Finally, 
to provide a comparison with the adopted time 
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series-forecasting model’s performance, the model 
is compared to benchmark forecasting models. 
This is done to determine if an adopted forecasting 
model provides significant improvement to “simply 
using today’s value in predicting tomorrow’s value” 
(Hyndman & Koehler, 2006; Ülke, Sahin, & Subasi, 
2018).

3.0 Results and Discussion
3.1 Time Series Data from January 2010 to 
December 2018

Shown below is the time-series data of the 
tourist arrival in Moalboal, Cebu. The data is plotted 
using Python’s matplotlib library, as presented in 
Figure 1. The SARIMA analysis is carried out using 
the time series analysis package offered by Scientific 
Python (SciPy). Furthermore, the platform used 
for coding the analysis is Google's Colaboratory, 
a free-to-use cloud platform that provides a GPU-
accelerated virtual machine. By simple inspection 
of the data in the temporal domain, a seasonal 
pattern seems to occur in the data. Such a claim 
will be verified in later procedures. To determine 
the data distribution without reference to the 
temporal domain, the data in the frequency 
domain present a non-normal behavior of the data, 
as shown in Figure 2.

Figure 1.  Tourist arrivals in Moalboal, Cebu

Figure 2.  Data distribution in the frequency domain

3.2 Augmented Dickey-Fuller (ADF) Test for 
Detecting Significant Unit Roots

The ADF test allows the determination of unit 
root in the time series data. A statistically significant 
unit root is indicated when the null hypothesis is 
failed to be rejected, which implies that the series 
needs to be differenced. The Python code used to 
perform the ADF test is presented below:

The ADF test arrived at the following results 
with the use of the code snippet displayed in this 
section:
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The successful rejection of the null hypothesis 
provides sufficient evidence to support the claim 
that the series is already stationary; hence, no 
differencing is required. 

3.3 Determining the autocorrelation function 
(ACF) and partial autocorrelation function (PACF)

The ACF and PACF are plotted in Figure 3 
and Figure 4, respectively.  The shaded region in 
Figures 3 and 4 represent the confidence interval 
upon which the autocorrelations and partial 
autocorrelations are significant. They provide 
insights into the AR(p) and MA(q) parameters. 
Moreover, significant lags that are preceded by 
non-significant lags may give a signal on seasonal 
parameters.

Figure 3.  Autocorrelation function (ACF) 
correlogram of series

Figure 4. Partial autocorrelation function (PACF) 
correlogram of series

From the plots, the relevant lags at which the 
autocorrelation is significant and follow a decaying 
structure are 1 and 2. This result provides insights 
on the MA(q) parameter. All other significant 
lags in the ACF plot may provide insights on the 
seasonal parameter of the series. In the PACF plot, 
the significant lags that follow a decaying form are 
1, 2, and 3, which provide insights on the AR(p). 
All other significant lags in the PACF plot provide 
insights on the seasonal parameter.

3.4 Determining the SARIMA (p,d,q)(P,D,Q,S) 
parameters

The determination of the model parameters 
is aided by the rules of thumb provided by 
the Box-Jenkins methodology. Moreover, the 
Aikake Information Criterion (AIC) is also used to 
determine the model fitness. The potential seasonal 
parameters lie between lags 10 to 12. Due to the 
behavior of the tourism arrival, it is reasonable to 
select lag 12 as the seasonal parameter. Moreover, 
this is the only parameter that does not make the 
estimation approach invertible, hence, signals 
model validity. The model to be used, then, is the 
SARIMA(2,0,2)(0,0,0,12). 
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3.5 SARIMA forecasting
The SARIMA(2,0,2)(0,0,0,12) is used to 

generate a two-year (or 24 months) forecast of the 
tourist arrivals in Moalboal, Cebu. The forecasts are 
presented in Figure 5. The code snippets below are 
used to implement the SARIMA model in Python 
code:

from statsmodels.tsa.statespace.sarimax import SARIMAX 

arrivals_SARIMAX = SARIMAX(arrivals_train,order = (2,0,2), seasonal_order = (0,0,0,12)) 

arrivals_SARIMAX = arrivals_SARIMAX.fit() 

SARIMAX_forecast = arrivals_SARIMAX.predict(start=84, end=107) 

SARIMAX_forecast 

 

 

Using the SARIMAX class of the time series 
library of SciPy, the forecast values below are 
generated and are plotted against the original time 
series using the following Python code:

The above code snippet uses the matplotlib 
library of Python and results in the plot below:

Figure 5. Forecasted Values vs. Original Time Series

3.6 Forecast evaluation
The mean absolute percentage error (MAPE) 

is the performance criterion used in this study 
because of its ability to quantify the fitness of the 
forecasted values to the actual values without 
dependence on the scale used, hence, making 
it scale-invariant. As such, the interpretation is 
more intuitive in contrast to other performance 
criteria. As such, the SARIMA model utilized in this 
paper is put to comparison with a NAIVE model, 
seasonal NAÏVE model, and Holt-Winters method 
(i.e., considered a benchmark model in literature in 
testing new models due to its simplicity in which 
a future value is equal to its directly previous 
value) following Abellana et al. (2020). The table of 
comparison is presented in Table 1. As stipulated 
in Table 1, the SARIMA model has lower forecast 
error than the NAÏVE model; hence, it has higher 
forecast accuracy. In order to determine how much 
improvement the proposed SARIMA model offers, 
it is helpful to compare the model’s percentage 
improvement relative to the Naïve or Random Walk 
model (Ashley, 2003). As such, the MAPE and MSE 
of the SARIMA model are compared to the Naïve 
or Random Walk model by taking their ratio using 
Equation 2 and 3:

(2)

(3)

With Equation 2 and 3, the MAPE ratio and 
MSE ratio of the SARIMA model in comparison 
to the Naïve or Random Walk model are -43.33 
percent and -16.44 percent, respectively (i.e., the 
negative sign implies that a reduction has occurred 
in the performance measure). Although there is 
a lack of general agreement in the literature as 
to how much one can say that improvement is 
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significant in the context of using MAPE and MSE, 
among other criteria, such ratios are considered 
statistically significant. In fact, Ashley (2003) argues 
that a 16 percent reduction in MSE is statistically 
significant at a ten percent confidence level, 
assuming normally distributed residuals. Based 
on such arguments, it can be inferred that the 
Naïve or Random Walk model was significantly 
outperformed by the SARIMA model; hence, it may 
be a useful representation of the tourist arrivals 
used in the case study.

Discussions
Tourist demand has long been observed 

in the literature to follow a seasonal pattern, as 
found by several scholars such as Baldigara & 
Mamula (2015), Song et al. (2019), and Abellana 
et al. (2020), among others. Hence, these patterns 
exhibited by tourist demand conform to that of 
a stochastic process and can be mathematically 
represented with a time series model. A time 
series can be broken down into for components: 
(1) cycle, (2) seasonal patterns, (3) trend, and (4) 
noise. With cyclical components reflecting the 
repeated but non-periodic fluctuations and the 
trend reflecting the series progression in the long-
run, the additional information brought about by 
the seasonal component allows the development 
of a more accurate forecasting model that 
captures essential statistical information about the 
stochastic process. The most undesirable case in 
developing a time series model with the available 
data is when only noise or random fluctuations 
can be captured from such a dataset. This is the 
case when a stochastic process behaves only like 
white noise (Stewart, 2005; Brockwell & Davis, 
2016). Subsequently, white noise is a random 

fluctuation having same-level intensities at varying 
frequencies. It is composed of serially unrelated 
random variables with zero mean and finite 
variance put into a sequence, and depending on the 
context, may need an independent and identical 
distribution (or iid). In other words, it would be 
impossible to trace patterns in the sequence of 
a white noise process. On the contrary, the best 
case is when all the components can be effectively 
taken into account by the model (Stewart, 2005; 
Brockwell & Davis, 2016). Remarkably, most of the 
valuable information in the dataset were effectively 
captured by the SARIMA(2,0,2)(0,0,0,12) model 
adopted in this paper. The MAPE obtained by the 
SARIMA model is only 36%, while the considered 
benchmark models obtained significantly higher 
MAPE and MSE, as shown in Table 1.

These results conform to the general 
observation in the literature that in the presence of 
seasonal patterns, the SARIMA model outperforms 
the Random Walk or Naïve model as well as other 
forecasting models as well. Since Moalboal ranked 
as 9th most visited municipality by tourists (both 
domestic and foreign), it is crucial to adopt an 
efficient allocation of its resources. However, with 
the municipality’s lack of strategies and techniques 
to facilitate such allocation scheme, the city may 
not be able to maximize its benefit from tourism. In 
this study, SARIMA was used to model tourist flow 
in the municipality. Modeling such data enables 
the elicitation of strategies that would be directly 
useful for the LGU and business stakeholders. The 
findings of this study are beneficial to the local 
government unit (LGU) of Moalboal, Cebu. For one, 
it would be possible to study the effect of new 
activity in inducing tourist arrivals by being able to 
analyze the behavior of the time series.
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Moreover, having knowledge of the tourist 
flows in the municipality would enable LGUs to 
plan out their budget and schedule for tourism in 
proportion with the forecasted volume of tourists. 
The LGU can also extend the forecasts to determine 
the proportion of the arrivals that visit the different 
tourist destinations in the locality. Aside from LGUs, 
the individual tourist destinations in Moalboal such 
as beach resorts can also benefit from the model. 
Since the arrival of customers in each destination is 
stochastic, business operations can be made more 
efficient by appropriately allocating resources 
based on the forecasts. With this, more efficient 
allocation algorithms can be adopted by firms. 

4.0 Conclusions and Future Works 
With the crucial role of forecasting in the 

management of tourism activities, interests in both 
academic and practical contexts on forecasting 
spurred across the globe. However, the case of 
tourism in developing countries is relatively less 
studied in contrast to developed countries. Such 
a gap in the literature presents several concerns. 
For one, it may potentially induce a lack of 
understanding of the tourism characteristics in 
developing countries. It is a concern that needs 
to be addressed since developing countries have 
become growing stakeholders around the globe. 
To address the gap in the literature as well as the 
resulting concerns, this study aims to model the 
tourist arrivals in the Philippines with monthly 
tourism data from January 2010 to December 
2018 using SARIMA. Results show that the MAPE 
and MSE of the SARIMA model outperformed the 
benchmark models. As such, the SARIMA model can 
be a useful representation of the tourist arrivals in 
the case study and would provide valuable insights 

that help in understanding the tourist demand 
characteristics of developing countries. The 
results of this paper contribute significantly to the 
literature. First, it models the tourist demand in a 
developing country using a case study in a province 
located in the Philippines. Second, it showed how 
a SARIMA model could use the seasonal patterns 
inherent in the time series data of tourist arrival to 
improve the forecasting accuracy. 

Collectively, these contributions provide 
scholars insights that shed light on the tourism 
dynamics in a developing country, which is 
relatively less studied in the literature. Moreover, 
the results of this paper are beneficial to 
tourism planners, government agencies, private 
organizations, and other stakeholders because the 
study may enable them to design better tourism 
strategies such as planning tourist activities ahead 
of time, improving existing tourist destinations, or 
launching new tourist destinations. Furthermore, 
it allows them to answer managerial questions 
relevant to capacity, location, and marketing 
decisions, among others. This paper, however, is 
limited in its scope. Despite being able to show the 
improvement in the forecast accuracy by adopting 
a SARIMA model, this paper was not able to directly 
test its statistical significance; however, it relied 
only on relevant results from the literature to 
decide if such results have significance. Moreover, 
sensitivity analyses regarding the number of lags 
at which the model remains accurate have not 
been explored due to the scope of the work. Such 
undertakings are left in this paper for future works. 
Likewise, hybrid models such as artificial neural 
networks, deep neural networks, classical neural 
networks, and causal models, among others, may 
be adopted to increase the forecasting accuracy of 
the model.
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