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Abstract

This paper proposes an approach that maintains the simplicity of various 
approximations as well as having a closed- form algebraic inverse yet easily generalizable 
to the approximation of other cumulative distribution functions. The proposed logistic 
approximation to the normal cumulative distribution function has a maximum error of 
0.000560, lower than the maximum error reported by Aludaat et al (2007). Furthermore, 
the logistic approximation is more flexible in that it can be used to approximate the 
cumulative distribution functions of other distribution. A Chi-square approximation was 
also investigated and reported a maximum error of 0.00494.
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1.0  Introduction
The cumulative distribution function of the 

standard normal distribution is given by:

 
and is not expressible in a closed-form expression. 
Consequently, several attempts have been made 
to approximate (1) in simple forms (Johnson et al. 
(1994)). A one-term- to calculate approximation 
was proposed by Polya (1945), namely:

	

which was subsequently improved by Aludaat et 
al. (2007) to:

The latter approximation was shown to have a 
maximum error of 0.00197323 and had the added 
advantage of having a closed-form algebraic 
inverse.
  Approximations (2) and (3), while indeed 

simple, are not intuitively appealing and, thus, 
not easily generalizable to the approximation 
of other cumulative distribution functions e.g. 
Gamma distribution. We propose an approach 
that maintains the simplicity of (2) and (3) as well 
as having a closed- form algebraic inverse yet 
easily generalizable to the approximation of other 
cumulative distribution functions.

2.0 The Logistic Model
The logistic function given by:

is an S-shaped curve and can be used to fit the 
shape of a cumulative distribution function 
depending on the choice of the function h(x). We 
require that:

	

h(x) is an increasing function of x.
Theorem 1. Under assumption (5), S(x) is a 

cumulative distribution function.

(4) S(x) =
!!(!)

!!!!(!)
  , −∞ < 𝑥𝑥 < ∞  

(1) Ф(x) = !
!!

 𝑒𝑒
!!
!
!!!

!∞ dt   (1)

(2) Ф(x) ≃ 0.5  (1+ 1− 𝑒𝑒
!!
!
!!), 𝑥𝑥 ≥ 0  (2)

(3) Ф(x) ≃ 0.5   1+ 1− 𝑒𝑒!
!
!!

!
, 𝑥𝑥 ≥ 0  (3)

 (5)  h(x)⇾0  as 𝑥𝑥 ⇾ −∞ 

  h(x)  ⇾ ∞   as 𝑥𝑥 ⇾ ∞ 
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	 Proof: We need to check the following 
conditions:

 
Note that: 

and the more general polynomial 

Estimation of Parameters
	
From (4), we deduce that:

In particular, if  then we obtain the linear 
relation:

Let …,  be iid N(0,1), 
we find estimates of the parameters by fitting

3.0 Maximum Error and Inverse
We generated n=10, 000 standard normal 

random observations and obtained:

with 

Neglecting the constant and quadratic 
terms, we find: 

Which is very similar to Aludaat’s (2007)

The approximation is given by:

yielded a maximum error of 0.000560, 
compared to Aludaat et al. (2007) which was 
0.00197323. 

By Cardan’s (1545) formula, the inverse is 

given by:

	

where

and 

	

4.0 Chi-square Distribution
We tried to find a corresponding logistic 

approximation to the Chi-square distribution. The 
cumulative distribution function of the Chi-square 
distribution with k=5 degrees of freedom, is given 
by:

ℎ 𝑥𝑥 =   𝑎𝑎 + 𝑏𝑏𝑏𝑏 + 𝑐𝑐𝑥𝑥! + 𝑑𝑑𝑥𝑥! +⋯+ 𝑒𝑒𝑒𝑒!                           

(6) ℎ 𝑥𝑥 =    ln !(!)
!!!(!)

= 𝑦𝑦  

 (7) 𝑦𝑦 = 𝑎𝑎 + 𝑏𝑏𝑏𝑏 

 𝑆𝑆! 𝑥𝑥  to Ф(𝑥𝑥!) for large n.   

(9)  ℎ 𝑥𝑥 = 1.60513𝑥𝑥 + 0.0671498𝑥𝑥! 

 (10)  Ф! 𝑥𝑥 ≃    !"#  (!!)
!!!"#  (!!)

, 𝑦𝑦 = 0.7988𝑥𝑥(1 + 0.04417𝑥𝑥!) 

(11) 𝑆𝑆 𝑥𝑥 =    !"#(!!.!!!"#$!!.!"#$%!!!.!!!!"#!!!!!.!"#$%&'!!

!!!"#(!!.!!!"#$!!.!"#$%!!!.!!!!"#!!!!!.!"#$%&'!!
  

𝑞𝑞 + 𝑞𝑞! + (𝑟𝑟 − 𝑝𝑝!)!
!
! +   𝑞𝑞 − 𝑞𝑞! + (𝑟𝑟 − 𝑝𝑝!)!

!
! +   𝑝𝑝 

𝑝𝑝 =
−𝑏𝑏
3𝑎𝑎 , 𝑞𝑞 = 𝑝𝑝! +

𝑏𝑏𝑏𝑏 − 3𝑎𝑎𝑎𝑎
6𝑎𝑎! , 𝑟𝑟 =

𝑐𝑐
3𝑎𝑎 

a=0.0671498  b=-0.0000570  c=1.6015 d=0.0000675-  ln Ф
!!Ф

 
a=0.0671498  b=-0.0000570  c=1.6015 d=0.0000675-  ln Ф

!!Ф
 

 (a) lim!⇾! 𝑆𝑆 𝑥𝑥 = 1 , lim!⇾!! 𝑆𝑆 𝑥𝑥 = 0 

 (b)  𝑆𝑆 𝑥𝑥   is a monotonically increasing function. 

lim!⇾! 𝑆𝑆 𝑥𝑥 =   lim
!⇾!

!
!!!!!(!)

=1 by (5) and also, 

           lim!⇾! 𝑆𝑆 𝑥𝑥 =   lim
!⇾!

!!(!)

!!!!(!)
=0 

Likewise, the first derivative of S(x) is: 

 𝑆𝑆′ 𝑥𝑥 =    !!(!)

!!!!!(!)
! >0 since ℎ! 𝑥𝑥 >   0  𝑏𝑏𝑏𝑏  (5). 

The simplest choices of h(x) are: 

  ℎ 𝑥𝑥 =   𝑎𝑎 + 𝑏𝑏𝑏𝑏,                    𝑏𝑏 > 0 

12                             𝐹𝐹! 𝑥𝑥 =  
1

2!𝛤𝛤(52)
   𝑡𝑡

!
!

!

!
𝑒𝑒!

!
!  𝑑𝑑𝑑𝑑 R2= 100 %

h(x)=-0.000675+1.60513x- 0.0000570x2 + 0.0671498x3(8)
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We generated n=10, 000 chi-square random 
observations with k = 5and obtained:

where the maximum error was computed to 
be 0.00494.

5.0 Conclusion
The proposed logistic approximation to the 

normal cumulative distribution function has 
a maximum error of 0.000560, lower than the 
maximum error reported by Aludaat et al (2007). 
Furthermore, the logistic approximation is more 
flexible since it can be used to approximate 
the cumulative distribution functions of other 
distribution. A Chi-square approximation was also 
investigated and reported a maximum error of 
0.00494.The inverse can also be calculated using 
Cardana’s (1545) cubic formula.
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